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A B S T R A C T

The interpretation of multiplicative noise in a stochastic differential equation in the context of data-driven
inverse modeling is discussed. Application to the well-known paleoclimate phenomenon of Dansgaard–Oeschger
events leads to qualitatively different ‘climate potentials’ in the case of the Itô or the Stratonovich interpretation
of the stochastic integral. While a physical model is endowed with an interpretation from construction,
whether implicitly or explicitly, inverse models derived from data do not afford such a luxury. In this case, a
physical model must accompany the mathematical model equation in order to be able to choose a stochastic
interpretation. This case study illustrates the differences between the two representations of stochastic noise
and demonstrates the need for input from physical constraints when constructing conceptual stochastic models
of the observed climate records.
1. Introduction

One of the most famous examples of abrupt climate changes ob-
served in the paleoclimatic record are the Dansgaard–Oeschger (D–O)
events. The climate record of the Last Glacial Period (LGP), which
spanned approximately 120 to 11 kiloyears before year 2000 (kyr b2k),
is measured in the ice-cores of the Greenland ice sheet and marked by
distinct and abrupt transitions between colder stadial and warmer in-
terstadial periods [1]. These climatic changes are known as D–O events,
and occurred about 24 times in the LGP. The D–O events correspond to
approximately 10–15 Kelvin of warming in Greenland over the course
of a few decades, with subsequently incremental cooling to the fully
glacial conditions of the stadial [2]. While there is only direct evidence
of D–O events in the LGP because the ice-core record of Greenland
only extends to the end of the last interglacial period, they may not
be unique to this time period. Coupling with Antarctic ice-cores [3],
evidence in marine sediment cores [4] and speleothems [5] (see also
references therein) suggest they may have occurred in previous glacial
periods as well.

D–O events are interesting in the context of the present climate
primarily because of their temporal scale. They are an example that
the climate can change on time scales that could be of consequence in
the near future, namely of decades to centuries. They are additionally
intriguing because there is no universal agreement on their cause and
transition mechanism. The transitions between stadial and interstadial
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states themselves may be externally forced [6–11], stochastic [12–17]
or even both [18]. Possible important physical drivers for the transi-
tions include change in sea ice [19,20], atmospheric carbon dioxide
levels [21,22] or volcanic events [23]. Comprehensive models generally
exhibit D–O events as oscillations [24,25] and transitions are not
spontaneous. See also the review articles [26–28].

D–O events are difficult to simulate in complex models, thus a
full understanding of their causes is still lacking. For this reason it
is desirable to investigate them using low order dynamical systems
models where the dynamics are in full view. Without a full understand-
ing, a modeling strategy is to construct simplified models, optimizing
parameters to best fit to observational data. This is an inverse modeling
approach. Such conceptual models may be either data-derived [29–
31] or constructed from physical principles [32,33]. Generally the
data-derived inverse models of D–O events do not propose a physi-
cal mechanism whereas conceptual models developed from physical
principles tautologically do.

1.1. Stochastic differential equation models of D–O events

This study derives a conceptual model from the data in an inverse
modeling scheme. The model paradigm this study follows is to describe
the climate proxy as the variable 𝑥 of a stochastic differential equation
vailable online 20 May 2024
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a

(SDE):

𝑑𝑥 = 𝐹 (𝑥)𝑑𝑡 + 𝜎(𝑥)𝑑𝑊𝑡, (1)

where the Wiener process 𝑊𝑡 = ∫ 𝑡
0 𝜉𝑠𝑑𝑠 has the properties ⟨𝜉𝑡⟩ = 0,

𝜉𝑡1𝜉𝑡2 ⟩ = 𝛿(𝑡1 − 𝑡2) and 𝜉𝑡 is Gaussian distributed, i.e. 𝜉𝑡 is a white noise
aussian process. The crux of this methodology is to model the climate
s being driven by some long timescale climate dynamics described
y a function 𝐹 (𝑥) along with a stochastic component that represents
rocesses that occur on much faster time scales.

Observing the record showing two distinct climate states, the stadial
nd the interstadial (see Fig. 1), it is natural to consider the abrupt
hanges as being a transition from one stable state to the other stable
tate. The measured quantity in the ice core is 𝛿18O, a ratio of heavier

18O isotopes to lighter 16O, and is a proxy for local temperature.
Correlation of ocean sediment records with the ice-core record [34]
suggest that the Atlantic ocean is the source of the transitions. In
this sense, the paleoclimate temperature variations are themselves a
proxy of north Atlantic ocean circulation strength. A mechanism of
bistablity in the north Atlantic is that of the thermohaline circulation
with multiple modes of circulation [35]. Two regimes of flow, one
with strong equator-to-pole meridional overturning circulation and one
with weak circulation, correspond to warmer and colder Greenland
temperatures respectively.

This bistability is seen in both conceptual models [36,37] as well as
general circulation models [38], with more recent earth system models
being able to reproduce spontaneous ‘D–O-like’ events [39]. A proposed
mechanism for D–O events is such a bistable climate system, i.e. the
ocean circulation, with a stochastic term, i.e. freshwater fluxes from
atmospheric forcing via wind stress, surface heating, and precipitation,
that causes transitions between the two states. Examples of studies that
follow a similar framework involve methods such as models with non-
Gaussian noise [12], Kalman filters [29], Gaussian mixture models or
relaxation-oscillation models [15], Bayesian parameter inference [17,
30], and non-stationary potentials [16].

1.2. Additive noise

The majority of previous studies assume the intensity of the noise is
constant or additive [12,16,17,29]. The Fokker–Planck equation associ-
ated with the additive noise SDE

𝑑𝑥 = 𝐹 (𝑥)𝑑𝑡 + 𝜎𝑑𝑊𝑡 (2)

is

𝜕𝑡𝑃 (𝑥, 𝑡) = −𝜕𝑥
[

𝐹 (𝑥)𝑃 (𝑥, 𝑡)
]

+ 𝜎2

2
𝜕2𝑥
[

𝑃 (𝑥, 𝑡)
]

. (3)

When the stationary probability distribution is obtained from the ob-
served time series record, the potential that drives the dynamics of the
additive noise SDE is obtained from the Fokker–Planck equation by
having 𝜕𝑡𝑃 = 0:

𝑈 (𝑥) = −𝜎2

2
log[𝑃 (𝑥)] (4)

where 𝜕𝑈
𝜕𝑥 = −𝐹 (𝑥). The potential can be uniquely determined from

he stationary probability density 𝑃 (𝑥) up to a constant factor of the
noise strength. Due to the monotonicity of the logarithm the maxima
of the probability density function 𝑃 (𝑥) coincide with the minima of the
potential 𝑈 (𝑥) and thus with the stable equilibria of the deterministic
dynamics. Therefore the number of equilibria will always be identical
to the number of maxima in probability density.

1.3. Multiplicative noise

From the paleoclimatic record it is observed that the intensity of the
fast fluctuations constituting the noise as indicated in Eq. (1) depends
on the climate state [40]. State dependent noise is termed multiplicative
2

noise. In this case deriving the resulting potential is not completely G
straightforward. This is due to the fact that when integrating the noise
term by way of generalized functions, the resulting Riemann–Stieltjes
integral

∫

𝑏

𝑎
𝐺(𝑡)𝑑𝑊 (𝑡) = lim

𝑛→∞

𝑛
∑

𝑖=1
𝐺(𝜏𝑖)[𝑊 (𝑡𝑖) −𝑊 (𝑡𝑖−1)], (5)

here 𝜏𝑖 ∈ [𝑡𝑖−1, 𝑡𝑖], has a different expected value depending on where
n the interval 𝜏𝑖 is chosen. The two most common choices are the left
ndpoint, named the Itô interpretation [41], and the midpoint, named
he Stratonovich interpretation [42]. Often the 𝛼-convention is used to
esignate the different interpretations, where the value of 𝛼 in the
nterval 𝜏𝑖 = (1 − 𝛼)𝑡𝑖−1 + 𝛼𝑡𝑖 is 0 for Itô and 1∕2 for Stratonovich.
n theory, any value of 𝛼 ∈ [0, 1] is a valid choice for the stochastic
ntegral, but these are by far the two most common. For a more general
unction 𝐺

(

𝑥(𝑡)
)

, the definition of the integral is
𝑏

𝑎
𝐺
(

𝑥(𝑡)
)

𝑑𝑊 (𝑡) = lim
𝑛→∞

𝑛
∑

𝑖=1
𝐺
(

𝑥∗(𝜏𝑖)
)

[𝑊 (𝑡𝑖) −𝑊 (𝑡𝑖−1)], (6)

nd the 𝛼-convention is 𝑥∗(𝜏𝑖) = (1 − 𝛼)𝑥(𝑡𝑖−1) + 𝛼𝑥(𝑡𝑖).
Due to the difference of the stochastic integrals, Eq. (1) is incom-

lete and an interpretation of the noise term must be specified [43]. As
consequence the same SDE can result in different stochastic processes
epending on whether the Itô or Stratonovich interpretation is applied.
corollary is that two different SDEs, one interpreted as Itô and the

ther as Stratonovich, can result in the same stochastic process. Thus
olving the inverse problem of deriving the SDE, and especially the
otential, from a stochastic realization requires a specification of the
oise. Here we perform the derivation of the SDE from the data for
oth the Itô and Stratonovich integrals.

As SDEs they are distinguished by the notation 𝑑𝑥 = 𝐹𝐼 (𝑥)𝑑𝑡+𝜎(𝑥) ⋅
𝑊𝑡 for Itô and 𝑑𝑥 = 𝐹𝑆 (𝑥)𝑑𝑡 + 𝜎(𝑥)◦𝑑𝑊𝑡 for Stratonovich, where 𝐹𝐼
nd 𝐹𝑆 are different potential functions. The associated Fokker–Planck
quation using the 𝛼 convention is

𝑡𝑃 (𝑥, 𝑡) = −𝜕𝑥

[

(

𝐹 (𝑥) + (1 − 𝛼)𝜎(𝑥)𝜎′(𝑥)
)

𝑃 (𝑥, 𝑡)
]

+ 1
2
𝜕2𝑥
[

𝜎(𝑥)2𝑃 (𝑥, 𝑡)
]

. (7)

As can be seen from this equation, a simple relation exists between the
drift terms of the two interpretations,

𝐹𝑆 (𝑥)𝑑𝑡 + 𝜎(𝑥)◦𝑑𝑊𝑡 =
[

𝐹𝐼 (𝑥) +
1
2
𝜎(𝑥)𝜎′(𝑥)

]

𝑑𝑡 + 𝜎(𝑥) ⋅ 𝑑𝑊𝑡, (8)

o any Stratonovich integral may be converted to an Itô integral and
ice versa. This relation is especially useful when numerically inte-
rating an SDE since the commonly used Euler–Maruyama method is
nly applicable to Itô SDEs. A Stratonovich SDE can be converted to
ne of the Itô type and integrated using the Euler–Maruyama method,
r alternatively integrated with a predictor–corrector scheme such
s a Heun method. Itô and Stratonovich integrals have some other
ifferences as well, the most notable being that differentiation under
he Itô interpretation requires the Itô lemma [41],
(

𝑥(𝑡)
)

= 𝑓
(

𝑥(0)
)

+ ∫

𝑡

0
𝑓 ′(𝑥(𝑠)

)

𝑑𝑥(𝑠) + 1
2 ∫

𝑡

0
𝑓 ′′(𝑥(𝑠)

)

𝑑𝑠. (9)

On the other hand the Stratonovich interpretation uses the chain rule
of regular calculus.

One previous study includes state-dependent noise in the form of a
piecewise constant noise term, where the amplitude is a lower constant
value in the interstadials than in the stadials [44]. However their state
dependent noise function 𝜎(𝑥) still has a derivative that is zero except
or a single point, so there is no difference between the stochastic
nterpretations.

. Data

The paleoclimate data studied is a time series of the 𝛿18O in permille
s measured in the Greenlandic ice-core extracted as part of the North
Reenland Ice-core Project (NGRIP) [45]. The 20-year average values
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Fig. 1. Detrended 𝛿18O signal from NGRIP from years 20 to 85 kyr b2k (note that time runs from right to left).
𝑥

on the GICC05modeltext time scale are used [46]. The time series is
also truncated at 85 kyr b2k as the resolution decreases further back in
time due to the thinning of layers of ice in the ice core. For a further
distinction of the two states, the data is detrended. Insolation trends
due to orbital variations are removed through subtracting a 25 kyr
running mean [17] and the resulting 𝛿18O anomaly is analyzed. This
25 kyr running mean corresponds to the highest frequency of orbital
variations, namely precession, which has a period of approximately
20 kyr. This method is effectively a rectangular kernel, which has the
important property of not filtering out impulses, i.e. the D–O events
themselves. Fig. 1 shows the time series that is the starting point of
this study.

3. Methods

3.1. Derivation of multiplicative noise 𝜎(𝑥)

A heuristic method is used to derive the multiplicative noise term
𝜎(𝑥) from the data. Since the fluctuations are larger in the stadials than
in the interstadials [40] we prescribe a linearly decreasing function of
𝜎(𝑥) with respect to the 𝛿18𝑂 anomaly. Physically, if the noise term is to
represent the influence of the atmosphere, an increase in Greenlandic
temperatures corresponds to a decrease in the meridional temperature
gradient which in turn decreases atmospheric forcing. Following the
definition of the stadial and interstadial periods [47], the data is
separated into the two states. The values of ⟨𝑥⟩ and 𝜎 in each of these
two states is derived, and the linear function is constructed from these
values. To measure 𝜎 it is assumed that the signal in either of the two
states follows an Ornstein–Uhlenbeck (O–U) process, following [40]

𝑑𝑥 = −𝜃𝑥 + 𝜎𝑑𝑊𝑡. (10)

For a stationary O–U process the variance is given by the fluctuation–
dissipation relation

Var(𝑥) = 𝜎2

2𝜃
, (11)

and the term 𝜃 may be recovered from the autocorrelation

⟨𝑥(𝑡)𝑥(𝑠)⟩ = Var(𝑥) exp[−𝜃|𝑡 − 𝑠|]. (12)

3.2. Derivation of the non-linear potentials F(x)

Once the function 𝜎(𝑥) is determined the multiplicative Fokker–
Planck Eq. (7) is solved for 𝐹 (𝑥) for the two stochastic calculi. Fig. 2
shows the two potentials 𝑈 (𝑥) = ∫ 𝐹 (𝑥)𝑑𝑥 in the Itô and Stratonovich
interpretations, along with the potential for the additive noise case (2).
When comparing the drift in the multiplicative noise cases to that of
the additive noise case, the stability of the interstadial is much reduced.
Further, for the Itô case, the interstadial has in fact lost stability such
that the resulting climate potential is mono stable.
3

Fig. 2. Derived potentials.

4. Discussion

Due to the qualitative difference of the potential obtained by the
two different stochastic interpretations, careful consideration is re-
quired when deriving physical properties of the system from observa-
tions. The question to be answered is whether the climate potential
that underlies the D–O events is monostable, as in the Itô calculus, or
bistable, as in the Stratonovich calculus. How is a choice of a stochastic
integral made? The data itself is agnostic to interpretation, and math-
ematically the problem is inconsequential: either interpretation works,
as long as they are applied consistently. The choice is ultimately a
modeling problem. In this case the SDE inversely modeled by the data
requires a conceptual physical model of the phenomenon by which
to interpret the results. Conventional understanding is that a physical
system is better suited to Stratonovich interpretation. The Wong–Zakai
theorem [48] gives that the limit of a sequence of stochastic pro-
cesses with finite autocorrelation that goes to zero is interpreted as
Stratonovich. In this sense it is derived from a continuous process.
For a fully discrete system, for example in financial analysis, the Itô
interpretation is more appropriate.

However, the one dimensional SDE is generally the result of simpli-
fication of dynamics that occur on multiple time scales. Through this
reduction, multiplicative noise of the Itô type can be seen in physical
systems as well. The most prominent example are inertial systems with
colored noise,

̈ = −𝛾(𝑥)𝑥̇ + 𝐹 (𝑥) + 𝜎(𝑥)𝜂

𝜂̇ = − 𝑎
𝜏𝑛

𝜂 + 𝜆
𝜏𝑛

𝜉𝑡
(13)

where for convenience, we use the notation, 𝑥̇ ≡ 𝑑𝑥∕𝑑𝑡 and 𝑑𝑊𝑡 = 𝜉𝑡𝑑𝑡.
To reduce the complexity of Eq. (13), two limits are taken: one

is an adiabatic elimination of fast inertia (𝜏𝑟 = 𝛾(𝑥)−1 → 0) into the
overdamped regime (also known as the strong dissipation or Smolu-
chowski regime) and the second is the white-noise approximation of the
unresolved dynamics (𝜏𝑛 → 0). If the time scale of the inertial relaxation
is greater than that of the noise autocorrelation (𝜏 ≫ 𝜏 ), then the
𝑟 𝑛
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multiplicative noise is Itô in the limit as both go to zero. If the noise
autocorrelation in greater than the relaxation time scale of the inertia
(𝜏𝑟 ≪ 𝜏𝑛), the Stratonovich interpretation for the multiplicative noise is
used [49–54].

The system of Eq. (13) in the white noise limit is

𝑥̈ = −𝛾(𝑥)𝑥̇ + 𝐹 (𝑥) + 𝜎(𝑥)𝜉𝑡. (14)

For additive noise 𝜎(𝑥) = 𝜎, adiabatic elimination is equivalent to
setting the left hand side of Eq. (14) equal to zero [55,56]. This is
not the case for multiplicative noise, where the limits must be taken
carefully. Eq. (13) in the white noise and adiabatic limit is

̇ =
𝐹 (𝑥)
𝛾(𝑥)

+ 1
2
𝜎(𝑥)2

𝛾(𝑥)
𝜕𝛾(𝑥)−1

𝜕𝑥
− 𝛼

2
𝜕𝜎(𝑥)2𝛾(𝑥)−2

𝜕𝑥
+

𝜎(𝑥∗)
𝛾(𝑥∗)

𝜉𝑡, (15)

where 𝑥∗ = 𝛼𝑥(𝑡 + 𝑑𝑡) + (1 − 𝛼)𝑥(𝑡) [56]. In the case where the
fluctuation–dissipation theorem applies,

𝜎(𝑥)2

2𝛾(𝑥)
= constant (16)

he system obtained by setting the left hand side of Eq. (13) to zero

̇ =
𝐹 (𝑥)
𝛾(𝑥)

+
𝜎(𝑥∗)
𝛾(𝑥∗)

𝜉𝑡, (17)

s equivalent to the system interpreted in the anti-Itô (𝛼 = 1) sense. This
s the result of Volpe et al. [57] and Lançon et al. [58], see also [56,59].

Another example where we see Itô multiplicative noise is in an SDE
ith noise feedback delay [60]. This is a circuit system which has
een designed to effectively act in an Itô manner by implementing an
xplicit dependence of the multiplicative noise on the previous time
tep through introducing a delay of the feedback of the state on the
oise term, i.e. the 𝑥 in the 𝜎(𝑥) term. One dimensional systems can also
e either Itô or Stratonovich in the case where multiple times scales are
nvolved [61,62].

Now understanding the situation, we return to the case of the
18O anomaly time series. To accompany the SDE derived directly
rom the data, a conceptual physical model is required, which will
ot only provide an idea of the underlying mechanisms but also pro-
ide a stochastic interpretation. The stochastic bistable Stommel-type
odel [36] has been extended to include multiplicative noise by Tim-
ermann, Lohmann and Monahan [63,64]. Their multiplicative noise

erm arises due to a stochastically parameterized eddy transport in
alinity and temperature. As in Cessi [36], the temperature relaxes
uickly to some mean value, and a white noise approximation may be
ade. In this case the white-noise limit is taken via the Wong–Zakai

heorem, so that the resulting SDE uses Stratonovich calculus. Then the
hermohaline circulation remains bistable based on the model derived
rom the data.

In another study, Kwasniok and Lohmann [65] fit the D–O event
ime series data to a stochastic oscillator

𝑥̈ = −𝛾𝑥̇ + 𝐹 (𝑥) + 𝜎𝜉𝑡 (18)

which is Eq. (14) with constant damping and additive noise. The vari-
able 𝑥 represents a temperature proxy and its derivative is the change in
temperature, but otherwise the system is not physically defined. They
find it is in the strongly dissipative regime and can be reduced to a
first-order equation by adiabatic elimination of the second derivative.
By augmenting the system with multiplicative noise, a reduction to first
order would result in an SDE

𝑑𝑥 =
𝐹 (𝑥)
𝛾

𝑑𝑡 +
𝜎(𝑥)
𝛾

𝑑𝑊𝑡, (19)

with the Itô interpretation. However, this interpretation still relies on
the fact that the autocorrelation of the noise is assumed to be decaying
faster than the relaxation of the fast variable, i.e 𝜏𝑟 ≫ 𝜏𝑛. This could
be understood as a temporal scale of the thermal relaxation time of the
surface temperature of Greenland and the autocorrelation time of the
atmospheric variability. The stochastic interpretation is still a result of
4

modeling choices.
Various studies model the D–O events using a two-dimensional
model generally assume the form of a van der Pol or FitzHugh–Nagumo
type model [15,17,22]. These have a form similar to Eq. (14), but the
variable of interest is on the fast timescale. This means the system is
in the underdamped regime and cannot be adiabatically reduced to
one dimension. While the models in these studies include only additive
noise, we again consider their stochastic interpretation in the possible
case of multiplicative noise. In the underdamped regime of Eq. (14) the
difference between the Itô and Stratonovich integrals is smaller than 𝑑𝑡,
so they are equivalent. First, the second order SDE is split into a system
of first-order equations

𝑑𝑥 = 𝑣𝑑𝑡

𝑑𝑣 =
(

−𝛾𝑣 + 𝐹 (𝑥)
)

𝑑𝑡 + 𝜎(𝑥)𝑑𝑊𝑡.
(20)

Using the 𝛼-convention, 𝑥∗ = (1−𝛼)𝑥(𝑡)+𝛼𝑥(𝑡+𝑑𝑡). Expanding the term
(𝑥∗)𝑑𝑊𝑡,

(𝑥∗)𝑑𝑊𝑡 ≈ 𝜎(𝑥(𝑡))𝑑𝑊𝑡 + 𝜎′(𝑥(𝑡))
(

𝛼𝑥(𝑡 + 𝑑𝑡) + (1 − 𝛼)𝑥(𝑡) − 𝑥(𝑡)
)

× 𝑑𝑊𝑡 + (𝑑𝑡2)

≈ 𝜎(𝑥(𝑡))𝑑𝑊𝑡 + 𝛼𝜎′(𝑥(𝑡))𝑑𝑥𝑑𝑊𝑡 + (𝑑𝑡2)

≈ 𝜎(𝑥(𝑡))𝑑𝑊𝑡 + 𝛼𝜎′(𝑥(𝑡))𝑣(𝑡)𝑑𝑡𝑑𝑊𝑡 + (𝑑𝑡2),

(21)

nd the difference between the interpretations given in the 𝛼 term is of
he order (𝑑𝑡)3∕2 < 𝑑𝑡 and thus vanishes faster than the time scale of the
ynamics. If instead there is a stochastic component to both variables,

𝑥 = 𝑣𝑑𝑡 + 𝜎𝑥𝑑𝑊𝑡

𝑑𝑣 =
(

−𝛾𝑣 + 𝐹 (𝑥)
)

𝑑𝑡 + 𝜎𝑣(𝑥)𝑑𝑊𝑡.
(22)

Then the stochastic term is in the fast variable is instead

𝜎𝑣(𝑥∗)𝑑𝑊𝑡 ≈ 𝜎𝑣
(

𝑥(𝑡)
)

𝑑𝑊𝑡 + 𝛼𝜎′𝑣
(

𝑥(𝑡)
)

𝑣(𝑡)𝑑𝑡𝑑𝑊𝑡 + 𝛼𝜎′𝑣(𝑥(𝑡))𝜎𝑥𝑑𝑡 + (𝑑𝑡2),

(23)

and the difference between the Itô and Stratonovich interpretations is
now of the order 𝑑𝑡 and must be taken into account.

The previously mentioned study of Krumscheid et al. [44] has state-
dependent noise in a data-driven model derivation and assumes Itô
calculus. Their multiplicative noise term takes the form of a piecewise
constant function, and as such has zero derivative except at the jump.
Due to this, the difference between the Itô and Stratonovich interpreta-
tions vanishes except at a single point, which can be safely disregarded.
Their study does include continuous functions as candidate noise terms
but find the additive noise model outperforms them with regard to their
parameter fitting routine.

5. Conclusions

In this study, we have derived a data-driven conceptual model of
the D–O events including multiplicative noise and seen the reduced
stability of the interstadial state when compared to the stadial. We also
describe the need to specify a stochastic calculus to be able to interpret
the climate potential of the model. We have outlined models which may
be interpreted as either Itô or Stratonovich in limiting cases and suggest
that the interpretation depends on a physical understanding of the
system. For example, if the system derived from the data were meant to
represent the stability of the thermohaline circulation but the stochastic
integral interpreted as Itô, one would arrive to the erroneous conclusion
that the data shows the overturning circulation was monostable, when
there is evidence beyond the ice-core record that it is bistable.

The result that the Itô interpretation leads to monostable dynamics
is one that is echoed by other conceptual models [17,33,65]. These
monostable excitable models with fast–slow dynamics, which require at
least 2 dimensions, mirrors the scenario in which the Itô interpretation
is applicable. That is, the Itô interpretation comes about due to reduc-
tion of a strongly dissipative inertial system, which can be represented

as a 2D system with different timescales, to a system in 1D.
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Ultimately, this work shows that when deriving stochastic models,
the stochastic interpretation can fundamentally affect the results. Inter-
preting whether the underlying nature of the climate that gave rise to
D–O events is a mono- or bi-stable system is vital step to understanding
the phenomenon. This is affected by the noise interpretation, which
seems to be a completely non-physical, mathematical formalism but is
in fact determined by the timescales of the dynamics of the system.
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